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ABOVE is a largscale study of environmental change in Arctic and boreal region:
and the implications for ecological systems and society

Overarching Science Question:

How vulnerable or resilient are ecosystems and society tenvironmental change in the Arctic
and boreal region of western North America?

Above.nasa.gov @NASA_ABoVE
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Where are we working?

A 80 total projects (including NASA ‘ \ ,
funded, Partner, Affiliated) ; N

A 550 participants from universities,
national agencies/labs,
state/provincial/territorial groups,
private, and native/aboriginal
organizations

A Summer airborne campaign:
A 10 aircraft, 20 deployments, and 200 science

flights
A April to October 2017
A 4 million kn®in Alaska and Canada .,
ABOVE L U
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Why do we need a new approach?

AScience datasets are becoming larger, with intensive
computation needed for data processing

AANd collaboration across diverse research groups is
essential,

ABuUt it is often time consuming and expensive to transfer,
download, process and share data with others

ATherefore the ABoVE Science Cloud (ASC) was created to
meet the needs of ABoVE investigators and encourage
collaboration within the field campaign.
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NASA Center for Climate Simulation (NCCS)

Integrated higkend computing environment supporting the
specialized requirements of Climate and Weather modeling.

A Highperformance computing, data storage, and networking
technologies

A Highspeed access to petabytes of Earth Science data
A Collaborative data sharing and publication services
A Advanced Data Analytics Platform (ADAPT)

Primary Customers (NASA Climate Science)
A Global Modeling and Assimilation Office (GMAO)
A Goddard Institute for Space Studies (GISS)

High-Performance Science

A http://www.nccs.nasa.gov
A Located in Building 28 at Goddard
A Dan Duffy, High Performance Computing Lead (Code 606.2)
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http://www.nccs.nasa.gov/

Analysis iIs Different than HPC

High Performance Computing Data Analysis

Takes in small amounts of inputand  Takes in large amounts of input and

ONBFGSa fFNES FY2cONBIFGSa  avylrtt )
Relatively small amount of observation Large amounts of observational/model
data, models generate forecasts data generate science

Tightly coupled processes require Loosely coupled processes requiring litf

synchronization within the simulation  to no synchronization

Simulation applications are typically lyIteaAra I LILX AOF OA
MmannnnQa 27F € Ay SEoflines of code

Fortran, Message Passing Interface (M Python, IDL, Matlab, custom
large shared parallel file systems

Rigid environment users adhere to the Agile environment users run in their
HPC systems own environments




Advanced Data Analytics Platform (ADAPT)
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High PerformanceScienceCloudis uniquely positionedto provide

data processingand analytic servicesfor NASAScienceprojects A Conceptual Architecture

portion of ADAP s dedicatedto ABoVEthe ABoVEScienceCloud) o

Adjunct to the NCCS HPC environment o [ uveoar
ALower barrier to entry for scientists roos T [ Arcais
ACustomized rudime environments 7 OpenDAP
AReusable HPC/Discover hardware e e

network access Infiniband Interconnect

Expanded customer base . LoncoTuandPosK

AScientist brings their analysis to the data MODIS)

AExtensible storage; build and expand as needed
APersistent data services build in virtual machines
ACreate purpose built VMs for specific science projects

Compute 2loud

Purpose built images for

Difference between a commodity cloud e L
APlatformasa-Service _
A Critical Nodeto-node communicatiorr high speed, low latency e
AShared, high performance file system e rposo Buit images

AManagement and rapid provisioning of resources
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The ABoVE Science Cloud is the center of the data lifecycle.

CCE Office
NASA HQ  Calls for Proposals

Plan Selection of Funded Proposals/Scientists

Science Team
Implementation Plan

Identify Communities of Practice
CF Metadata, Ameriflux, GTN-P

Funded Scientists [

CCE Office / 7\

SensorML, Instrument
\{ \ Vendors, SmartPhone Apps

Ll — [ Integrate [ QA/QC ]
Data
Model and \ I\ \Z / Wmdows: ESRI
Observational \ Linux: R. Python,
Data [ Discover [ Analyze IDL, Mathworks
\, . D Traditional Project
u .
_ Archive ]é—[ e ] D Data Reuse
NASA DAACS D Closing the Data Life Cycle
NSIDC

Augmented from Ruegg et al 2014Front Ecol Environ
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The ABoVE Science Cloud is the center of the data lifecycle.

Augmented from Ruegg et al 2014Front Ecol Environ
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